
Chapter 3

Differential Geometry

3.1 Differentiable Manifold

Definition 3.1 (Locally Euclidean Hausdorff space)
Let M be a topological Hausdorff Space. M is locally Euclidean of dimension
m if ∀m ∈ M there exists a neighborhood U ⊂ M and an homeomorphism
φ : U −→ A ⊂ Rm.

φ is called a coordinate application and the couple (U, φ) a coordinate system on
M in the neighborhood of m. If we take the i-th canonical projection on Rm,
ri, xi = ri ◦ φ is the i-th coordinate function on M in the neighborhood of m.

Definition 3.2 (Differentiable Structure)
A C∞ differentiable structure on a locally Euclidean, Hausdorff topological space
M of dimension m is a collection of coordinate systems F = {(Uα, φα)}α∈A
which satisfies the following properties:

1. the {Uα}α∈A are a cover of M , i.e.
⋃

α∈A Uα = M ;

2. for every choice of φα and φβ, φα ◦φ−1
β is C∞(Rm,Rm), i.e. the structure

is compatible.

A differentiable structure F which is maximal is called an atlas.

Definition 3.3 (Differentiable Manifold)
A differentiable manifold of dimension d is a couple (M ,F) with:

M a topological, locally Euclidean Hausdorff space which is second countable;

F an atlas for M .

If omitting the specification of the differentiable structure will not compromit
clarity, we are going to understand it implicitly, i.e. we will use equivalently
sentences like “Let M be a manifold” and “Let (M ,F) be a manifold”.

17



[3.2].18 “Differential Geometry”.

Figure 3.1: Coordinate maps and function on a locally euclidean Hausdorff space.

Figure 3.2: Compatibility condition for a differentiable structure.
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Figure 3.3: Differentiable function on a manifold.

Figure 3.4: Differentiable map between manifolds.

3.2 Maps on Manifolds

Definition 3.4 (C∞ function on a manifold)
Let (M ,F) be a differentiable manifold of dimension m and O an open subset
of M . A function f : O −→ R is differentiable of class C∞ if ∀(U, φ) ∈ F then
f ◦ φ−1 is C∞(Rm,R).

Definition 3.5 (C∞ map between manifolds)
Let us consider (M ,F) and (N ,G), two differentiable manifolds of dimension
m and n respectively. A map F : M −→ N is differentiable of class C∞ if for
every choice of (U, φ) ∈ F and (V, ψ) ∈ G ψ ◦ f ◦ φ−1 is C∞(Rm,Rn).

Definition 3.6 (Smooth curve on a manifold)
Let us consider a manifold (M ,F). A smooth curve on M is a differentiable
map

σ : [a, b] −→ M
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such that σ(t) ∈ M . The tangent vector to the curve is denoted by σ̇(t), which
is defined as

σ̇(t) = dσet
(
d

dr

⌉
t

)
.

Remember that the differential of σ(t) is a map

dσet : Rt
∼= R −→ Mσ(t),

which maps tangent vectors in Rt into tangent vectors of Mσ(t).

3.3 Partition of unity

Definition 3.7 (Differentiable partition of unity)
Let (M ,F) be a manifold. A differentiable partition of unity is a couple (R,P)
where:

1. R is a locally finite open cover of M;

2. P is a collection of functions

P = {fV : M−→ R|V ∈ R, f differentiable}

(a) fV ≥ 0, ∀V ∈ R;
(b) supp (fV ) ⊂ V ;
(c)

∑
V ∈R fV = 1.

We see that the sum is finite because R is a locally finite open cover of M .
Thus ∀m ∈ M it is possible to find a neighborhood P which intersects only a
finite number of V ∈ R. In that neighborhood the sum is thus restricted only
to these V ’s.

Proposition 3.1 (Existence of partition of unity)
Let (M ,F) be a paracompact differentiable manifold and let U be an open cover
of M . There exists a partition of unity (R,P) where R is a locally finite open
refinement of U .

We will say that the partition of unity (R,P) is subordinated to the cover U .
The paracompactness is required to obtain the open locally finite refinement R
starting from U .

3.4 Tangent Space

Definition 3.8 (C∞(M , m,R))
Let (M ,F) be a manifold and let m ∈ M . We define C∞(M , m,R) as the set of
all functions defined on a neighborhood of m and with real values.

Definition 3.9 (Germs of functions around m ∈ M )
Let us consider f, g ∈ C∞(M , m,R). We define an equivalence relation, ∼, in
C∞(M , m,R) as follows: [f ∼ g] ⇔ [f = g in a neighborhood of m]. A germ of
functions around m is an element, f̂ def.= [f ], of the R-algebra C̃∞(M , m,R) =
C∞(M , m,R)/ ∼.
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Definition 3.10 (Tangent vector at m ∈ M )
A tangent vector v at m ∈ M is a linear map v : C̃∞(M , m,R) −→ R such that

∀f̂ , ĝ ∈ C̃∞(M , m,R)v(f̂ ĝ) = v(f̂)ĝ(m) + v(ĝ)f̂(m).

v is a derivation of C̃∞(M , m,R).

Definition 3.11 (Tangent space at m ∈ M )
The tangent space at m ∈ M is

Mm = TmM
def.= {v|vis a tangent vector atm ∈ M }.

The name “space” is justified by the following

Proposition 3.2 (Dimension and coordinate basis of Mm)
Mm is a vector space of dimension dim (Mm) = dim (M ) and{

∂

∂xi

}
i=1,...,m

is a basis of Mm, with

∂

∂xi

⌉
m

(f) def.=
∂

∂ri

⌉
φ(m)

(f ◦ φ−1).

The basis {
∂

∂xi

}
i=1,...,m

is called the coordinate basis of Mm.
Proof:

The proof that Mm is a vector space is left to the reader: all the axioms
of a vector space structure are satisfied when the vector space operations
are defined as follows:

(v + w)(f̂)
def.
= v(f̂) + w(f̂) , ∀v,w ∈ (Mm), f̂ ∈ C̃∞(M , m,R)

(λ · v)(f̂)
def.
= λv(f̂) , ∀v ∈ (Mm), λ ∈ R, f̂ ∈ C̃∞(M , m,R),

of course the operations on the left-hand sides of the above definitions
are the operations that define the vector space structure of Mm, whereas
on the right hand sides the sum and product are the ordinary sum and
product of real numbers.

We will now prove that {∂/∂xiem}i=1,...,m is actually a basis of Mm,
which will also give a proof of the statement about its dimension. Let
us thus consider a coordinate map φ : M −→ Rm for M around m with
φ(m) = (a1, . . . , am) ∈ Rm. For f ∈ C∞(M , m,R) we define the map
F = f ◦ φ−1, for which the following chain of equalities holds:

F (~r)− F (~a) =

∫ 1

0

d

ds
F (s(~r − ~a) + ~a)ds

=

1,m∑
i

∫ 1

0

∂

∂ri
F (s(~r − ~a) + ~a)(ri − ai)ds

=

1,m∑
i

(ri − ai)
∫ 1

0

∂

∂ri
F (s(~r − ~a) + ~a)ds

=

1,m∑
i

(ri − ai)Hi(~r), (3.1)
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where the functions Hi are C∞ because so is F .
Composing with φ the above relation we obtain that ∀f ∈ C∞(M , m,R)
we can find functions h1, . . ., hm ∈ C∞(M , m,R) such that

f(x) = f(m) +

1,m∑
i

(xi − ai)hi(x).

Of course this result implies that

∂

∂xi

⌉
m

(f) = hi(m).

Let us then consider a tangent vector v ∈Mm. We have

v(f) = v(f(m) +

1,m∑
i

(xi − ai)hi)

=

1,m∑
i

v(xi)hi(m)

=

(
1,m∑
i

v(xi)
∂

∂xi

⌉
m

)
(f). (3.2)

Thus the {∂/∂xiem}i=1,...,m are a system of generators for Mm.
Let us consider a vanishing linear combination,

0 =

1,m∑
j

λj
∂

∂xj

⌉
m

;

then

0 =

(
1,m∑
j

λj
∂

∂xj

⌉
m

)
(xi) = λi , ∀i = 1, . . . ,m,

so that the system of generators is actually linearly independent. It is

thus a basis.

�

3.5 Cotangent Space and the differential

Definition 3.12 (Cotangent vector at m ∈ M )
A cotangent vector v at m ∈ M is a linear map ω : Mm −→ R.

Definition 3.13 (Cotangent space at m ∈ M )
The cotangent space at m ∈ M is the vector space, M ∗

m , dual to Mm, i.e. the
vector space of all linear maps from Mm into R.
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Figure 3.5: Differential of a map between manifolds.

Definition 3.14 (Differential of a function between manifolds)
Let f : M −→ N be a differentiable map between two differentiable manifolds.
Let us consider m ∈ M , so that f(m) ∈ N , and a map

dfem : Mm −→ Nf(m)

such that
∀v ∈ M∀ĝ ∈ C̃∞(M , m,R)df(v)(ĝ) def.= v(g ◦ f).

dfem is the differential of f in m.

Proposition 3.3 (Coordinate representation of dfem)
Let f : M −→ N be a differentiable map between two differentiable manifolds.
Given (U, φ) chart around m ∈ M and (V, ψ) chart around f(m) ∈ N the
differential of f is represented by the Jacobean Matrix(

∂fj

∂xi

)
i=1,...,m

j=1,...,n

.

Proof:

Let us call {xi}i=1,...,m and {yj}j=1,...,n the coordinate functions as-
sociated to the coordinate maps (U, φ) and (V, ψ) around m ∈ M and
f(m) ∈ N respectively. If g ∈ C∞(N , f(m),R) then g◦f ∈ C∞(M , m,R)
and by definition of dfem:

df

(
∂

∂xi

⌉
m

)
(g) =

∂

∂xi

⌉
m

(g ◦ f)

=
∂

∂ri

⌉
φ(m)

(g ◦ f ◦ φ−1)

=
∂

∂ri

⌉
φ(m)

(g ◦ ψ−1 ◦ ψ ◦ f ◦ φ−1)

=

1,n∑
j

∂

∂sj

⌉
ψ(f(m))

(g ◦ ψ−1)
∂

∂ri

⌉
φ(m)

(sj ◦ ψ ◦ f ◦ φ−1)
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Figure 3.6: Differential of a function.

=

1,n∑
j

∂

∂sj

⌉
ψ(f(m))

(g ◦ ψ−1)
∂

∂ri

⌉
φ(m)

(yj ◦ f ◦ φ−1)

=

1,n∑
j

∂

∂xi

⌉
m

(yj ◦ f)
∂

∂yj

⌉
f(m)

(g)

=

(
1,n∑
j

∂

∂xi

⌉
m

(yj ◦ f)
∂

∂yj

⌉
f(m)

)
(g).

Thus

df

(
∂

∂xi

⌉
m

)
=

1,n∑
j

∂

∂xi

⌉
m

(yj ◦ f)
∂

∂yj

⌉
f(m)

or

(df)i,j =

(
∂

∂xi

⌉
m

(yj ◦ f)

)
i,j

def.
= Jacobean matrix of f.

�

We consider now the special case of a function f : U ⊂ M −→ R. Then,
given m ∈ U , the differential of f is a linear map dfem : Mm −→ Rf(m). The
tangent space Rf(m) with basis ∂/(∂1)ef(m), where 1 is the identity map (nat-
ural projection) on R. Of course Rf(m)

∼= R and we use the identification
∂/(∂1)ef(m) ≡ 1. In this way we have that dfem ∈ M ∗

m is an element of the
cotangent space at m ∈ M .

Proposition 3.4 (Coordinate basis in M ∗
m )

Given a chart (U, φ), the differentials of the coordinate functions on U ⊂ M
are a basis of the cotangent space M ∗

m in m ∈ U at M .

Proof:

Consider {dxiem, i = 1, . . . ,m}. Since xi : U ⊂ M −→ R, where we
remember that xi = ri ◦ φ, we can use the observation of the special
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case above. This means that dxiem ∈ M ∗
m . Moreover for i = 1, . . . ,m,

i = 1, . . . ,m, we have

dxiem
(

∂

∂xj

⌉
m

)
=

∂

∂xj

⌉
m
x̂i = δij

so that {dxiem, i = 1, . . . ,m} is the basis dual to the basis {∂/(∂xi)em,
i = 1, . . . ,m} of Mm.

�

{dxiem, i = 1, . . . ,m} is the coordinate basis in Mm and the dxiem are called
1-forms in m ∈ M .

Proposition 3.5 (Coordinate expression of the differential)
Let (M ,F) be a manifold and f : U ⊂ M −→ R a function on M . Let m ∈ U ,
(U, φ) a chart for M . We have

dfem =
1,m∑

i

∂f

∂xi

⌉
m

dxiem.

Proof:

This result can be proved applying both sides to ∂/(∂xj):

∂f

∂xj

⌉
m

=

∂

∂xj

⌉
m

(f) = dfem ∂
∂xj

⌉
m

=

1,m∑
i

∂f

∂xi

⌉
m
dxiem

(
∂

∂xj

⌉
m

)

=

1,m∑
i

∂f

∂xi

⌉
m
δij

=
∂f

∂xj

⌉
m

(3.3)

and observing that they yield the same result. By linearity the right

hand side thus acts in the same way as the left hand side on every

tangent vector and the equality follows.

�

3.6 Forms and Tensor at a point

Tangent and cotangent vectors are not the only concepts that can be defined at
a given point m of a manifold M . In particular, we have seen that the tangent
space at m ∈ M is a vector space: thus all structure that are defined on a vector
space V are defined at a given point of a manifold by the identification V = Mm.

Definition 3.15 (Form at m ∈ M )
A k-form ω at m ∈ M is an element ω ∈ Λk(Mm).
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Thus it is a k-linear alternating map ω : (Mm)k −→ R, acting on a k-ple, (v1,
. . ., vk), of vectors tangent to M at m. An analogous definition holds for tensors.

Definition 3.16 (Tensor at m ∈ M )
An (r, s)-tensor T at m ∈ M is an element T ∈ T r

s (Mm).

T is a linear map that associates to r tangent vectors and s one-forms at m ∈ M
a real number.

All properties of forms and tensors over a vector space can be generalized
for forms and tensors at a given point of a differentiable manifold. Basis for
forms and tensors can be obtained from fixed basis in Mm and in particular
for coordinate basis. Symmetrization, anti-symmetrization and all operators
defined on tensors clearly also holds. The only important remark is that in
general, there is no preferred way to relate forms and tensors at different points
of a manifold (the same is true of vectors, of course).

3.7 Bundles

Definition 3.17 (Vector bundle)
Let M and B be two manifolds, V a vector space and π : B −→ M a differential
map such that:

1. π is surjective;

2. ∀m ∈ M there exists U ⊂ M neighborhood of m such that π−1(U) is
isomorphic with U × V .

Then B is called a vector bundle over M .

M is called the base space, V is the fiber

Definition 3.18 (Section of a vector bundle)
Let B be a vector bundle over M . A map Σ : M −→ B such that

Σ ◦ π = IM

is called a section of B.

Definition 3.19 (Tangent bundle)
Let (M ,F) be a manifold and

T (M ) def.=
⋃
m∈M

Mm.

T (M ) together with the canonical projection

π : T (M ) −→ M

is the tangent bundle over M .
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Figure 3.7: Vector bundle.

Figure 3.8: Section of a vector bundle.
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Definition 3.20 (Cotangent bundle)
Let (M ,F) be a manifold and

T ∗(M ) def.=
⋃
m∈M

M ∗
m .

T ∗(M ) together with the canonical projection

π∗ : T ∗(M ) −→ M

is the cotangent bundle over M .

Definition 3.21 (Tensor bundle of the (r, s) type)
Let (M ,F) be a manifold and

T r
s (M ) def.=

⋃
m∈M

T r
s (Mm).

T r
s (M ) together with the canonical projection

πr
s : T r

s (M ) −→ M

is the (r, s) tensor bundle over M .

Definition 3.22 (Exterior k-bundle)
Let (M ,F) be a manifold and

Λk(M ) =
⋃
m∈M

Λk(Mm).

Λk(M ) together with the canonical projection

πΛk : Λk(M ) −→ M

is the exterior k-bundle over M .

Definition 3.23 (Exterior bundle)
Let (M ,F) be a manifold and

Λ(M ) =
⋃
m∈M

Λ(Mm).

Λ(M ) together with the canonical projection

πΛ : Λ(M ) −→ M

is the exterior k-bundle over M .

Proposition 3.6 (Vector bundles as differentiable manifolds)
T (M ), T ∗(M ), T r

s (M ), Λk(M ), Λ(M ) are differentiable manifolds of dimen-

sion 2m, 2m, mr+s+1, m+
(
m
k

)
, m+ 2m respectively.
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Proof:

We will sketch the proof for the case of T (M ). In particular T (M ) is a
topological space by choosing{

π−1(U)|(U, φ)coordinate system forM
}

as a basis for a topology of T (M ) (thus π−1(U) is open by definition).
Moreover for all (U, φ) coordinate systems of M we define a coordinate
system on T (M ), called (Ũ , φ̃), as follows:

Ũ is the inverse image of U under the natural projection π:
Ũ = π−1(U);

φ̃, which acts on a vector at a point, is a map

φ̃ : π−1(U) −→ R2m

such that, if v ∈ Mm, φ̃(v)
def.
= (x1(π(v)), . . ., xm(π(v)),

dx1em(v), . . ., dxmem(v)): the first m-components of the
coordinates are the coordinates of m = π(v), whereas the
secondm-components are the coordinates of v with respect
to the basis { ∂/∂xi eπ(v) }i=1,...,m of Mπ(v).

Thus F̃ = {(Ũ , φ̃)|(U, φ) ∈ F} is a differentiable structure on T (M );

the compatibility can be seen because if φ̃, ψ̃ ∈ F̃ then the change of

coordinates ψ̃ ◦ φ̃−1 involves the coordinate change in M and the Ja-

cobean matrix of this change of coordinates: but both of them are C∞

since we are on a C∞ manifold, i.e. the differentiable structure is C∞.

Thus T (M ) is a topological space with a differentiable structure F̃ , i.e.

it is a differentiable manifold.

The same strategy can be applied to all other cases.

�

From the definition we can see that vector bundles over a manifold are always
locally trivial, in the sense that, given a coordinate system (U, φ) ∈ F , then

π−1(U) ∼= φ(U)× Rm ∼= U × Rm,

i.e. π−1(U) is a product U × Rm up to diffeomorphisms.
Of course this property is in general not globally true. This motivates the

following

Definition 3.24 (Parallelizable manifold)
A manifold is parallelizable if T (M ) is a product M × Rd up to diffeomor-
phisms.

3.8 Fields

ATTENZIONE A DEFINIRE CORRETTAMENTE LA DIFFEREN-
ZIABILITA’ (SMOOTH) NEI VARI CASI
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Figure 3.9: Local triviality.

Figure 3.10: Parallelizable manifold.
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Definition 3.25 (Smooth vector field)
A smooth vector field over M is a section of T (M ). We will denote the space
of all vector fields on M with V(M ).

Definition 3.26 (Line element field)
A line element field over M is is a section of the line bundle over M , i.e. it is
a smooth assignment of a couple (v,−v) with v ∈ Mm at all m ∈ M .

Proposition 3.7 (Characterization of vector fields)
Let X be a vector field on an open subset W ⊂ M . The following properties
are equivalent:

1. X is differentiable;

2. given a chart (U, φ) ∈ F with coordinate functions (x1, . . . , xm) if we
consider

XeU =
1,m∑

i

ai
∂

∂xi
,

then ai : U ⊂ M −→ R are differentiable functions on U ;

3. if V ⊂ M is open and f ∈ C∞(V ), then X(f) ∈ C∞(V ), where we define

X(f)(m) def.= Xm(f)

Proof:

1⇒ 2 If X is differentiable then given a coordinate system (U, φ)
then XeU ,

XeU : U −→ T (M )

is differentiable. Moreover, since xi is a coordinate func-
tion, dxi ◦XeU is differentiable. But dxi ◦XeU = ai on U
and the proof is complete.

2⇒ 3 On an open set V let us consider f ∈ C∞(V ). Let (U, φ)
be a coordinate system on M . Then

X(f) =

1,m∑
i

ai
∂f

∂xi

is such that the ai are differentiable functions by hypothesis
and ∂f/∂xi is differentiable since f is C∞; thus X(f) is
also differentiable, as stated.

3⇒ 1 Let (U, φ) be a coordinate system on M chosen arbitrarily
and let us call (x1, . . . , xm) the coordinate functions on U .
Then

(x1(π(v)), . . . , x1(π(v)), dx1(v), . . . , dxm(v))

is a coordinate system on T (M ), i.e. it gives coordinates
for each v ∈ Mm with m ∈ U . Thus the differentiability
of xi ◦ π ◦XeU = xi and of dxi ◦XeU = X(xi) (which is
implied by 3. with f = xi) yields the differentiability of
XeU .
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The proof is so complete.

�

Definition 3.27 (Smooth 1-form field)
A smooth 1-form field over M is a section of T ∗(M ). We will denote the space
of all smooth 1-form fields on M with E1(M ).

Definition 3.28 (Smooth tensor field)
A smooth tensor field over M is a section of T r

s (M ). We will denote the space
of all tensor fields of the (r, s) type on M with T r

s (M ).

Proposition 3.8 (Characterization of smooth tensor fields)
Let T be a tensor field of the (r, s) type on an open subset W ⊂ M . The
following conditions are equivalent

Definition 3.29 (Smooth k-form field)
A smooth k-form field over M is a section of Λk(M ). We will denote the space
of all k-form fields on M with Ek(M ).

1. T is differentiable;

2. given a chart (U, φ) ∈ F with coordinate functions (x1, . . ., xm) if we
consider

T eU =
1,m∑

i1, . . . , ir
j1, . . . , js

T i1...ir
j1...js

∂

∂xi1

⊗ . . .⊗ ∂

∂xir

⊗ dxj1 ⊗ . . .⊗ dxjs
,

then ai1...ir
j1...js

: U ⊂ M −→ R are differentiable functions on U .

Proposition 3.9 (Characterization of smooth k-form fields)
Let ω be a k-form field on an open subset W ⊂ M . The following properties
are equivalent:

1. ω is differentiable;

2. given a chart (U, φ) ∈ F with coordinate functions (x1, . . ., xm) if we
consider

ωeU =
1,m∑

i1<...<ik

ai1...ik
dxi1 ∧ . . . ∧ dxik

,

then ai1...ik
: U ⊂ M −→ R are differentiable functions on U ;

3. if V ⊂ M is open and V1, . . . , Vk are smooth vector fields on V , then then

ω(V1, . . . , Vk)(m) def.= ω(m)(V1em, . . . , Vkem)
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Definition 3.30 (Smooth form field)
A smooth form field over M is a section of Λ(M ). We will denote the space of
all form fields on M with E(M ).

Proposition 3.10 (Characterization of smooth form fields)
Let ω be a form field on M . Then ω is smooth if and only if all the components
in every given coordinate system (U, φ) are differentiable functions from U in
R.

Definition 3.31 (Smooth vector field along a curve)
Let σ(t) be a curve on a manifold (M ,F). A smooth vector field along σ is a
differentiable map

V : [a, b] ⊂ R −→ T (M )

such that
π ◦ V (t) = σ(t).

Analogous definitions can be given for form and tensor fields along a given curve
σ.

Proposition 3.11 (Differential as a 1-form field)
Let f : M −→ R be a function on a differentiable manifold (M ,F . The map

df : M−→ T ∗(M ) = Λ1(M )

defined as df(m) = dfem is a 1-form on M .

Proof:

To establish the result we have only to show that df is differentia-

ble. This is true because of proposition 3.7, which can be applied

if we consider a smooth vector field V , remember that by definition

df(V ) = V (f) and observe that V (f) : M −→ R is differentiable.

�

Proposition 3.12 (Existence of line element fields)
Every non-compact manifold admits a line element field.
A non-compact manifold admits a line element field if and only if its Euler
invariant is zero.

3.9 Orientation on manifolds

Definition 3.32 (Orientation on a manifold)
A differentiable manifold (M ,F) of dimension dim (M ) = m is called ori-
entable if there exists O ⊂ F such that:

1. {Uα}(Uα,φα)∈O is a cover of M;
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2. ∀(U, φ) and (V, ψ) coordinate systems of M , with coordinate functions (x1,
. . . , xm) and (y1, . . . , ym) respectively, it holds that the function

λ : U ∩ V −→ R

defined by
dx1 ∧ . . . ∧ dxm = λdy1 ∧ . . . ∧ dym

is everywhere positive.

O is called an orientation of M .

We know from the definition 1.10 that a choice of a basis in each tangent space
gives an orientation of the tangent space itself. Moreover (proposition 1.15)
change of basis of positive determinant select the same orientation in Mm. Thus
the fact that in U ∩ V the function λ, which is nothing but the determinant
of the change of coordinates ψ ◦ φ−1, is always positive means that the two
coordinate systems give the same orientation to the tangent spaces. Moreover
a necessary and sufficient condition for a manifold to be orientable is given by
the following proposition:

Proposition 3.13 (Characterization of orientable manifolds)
Let (M ,F) be a manifold. M is orientable if and only if there is a nowhere
vanishing m-form on M .

Proof:

⇒ Let F be the differentiable structure of M and let us assume M is
orientable. Let O be an orientation. Let us consider the open cover

U = {supp (φ) |φ ∈ O}

and a partition of unity (R,P) subordinated to U . ∀V ∈ R let us
consider a φV ∈ O such that V ⊂ supp (φV ): we write the coordinate

functions associated to this coordinate map as x
(V )
1 , . . ., x

(V )
n and in this

system of coordinates we can locally define an m-form

ω(V ) def.
= dx

(V )
1 ∧ . . . ∧ dx(V )

m .

In terms of these m-forms we define

ω
def.
=

∑
V ∈R

fV ω(V ),

where fV ∈ P. Now ∀m ∈M the set

A = {V ∈ R|m ∈ V } = {V1, V2, . . . , Vn}

is finite and around m we have

ω = fV1ω(V1) + . . .+ fViω
(Vi) + . . .+ fVnω(Vn)

= fV1dx
(V1)
1 ∧ . . . ∧ dx(V1)

m + . . .+

+fVi det

(
∂x

(Vi)
h

∂x
(V1)
k

)
dx

(V1)
1 ∧ . . . ∧ dx(V1)

m + . . .+

+fVn det

(
∂x

(Vn)
h

∂x
(V1)
k

)
dx

(Vn)
1 ∧ . . . ∧ dx(Vn)

m .
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In the above written local expression all the determinants are positive,
because the V ∈ R are subordinated to the orientation O, all the fV
are non-negative, because of the definition of partition of unity, and at
least one of them must be positive since again, by definition of partition
of unity, their sum must equal 1. We thus obtain that ∀m ∈ M , ω is
non-vanishing at m, i.e. ω is a nowhere vanishing m-form on M .
⇐ Let ω be a nowhere vanishing m-form on M . We ca without restric-
tion assume that F is maximal. Then ∀(U, φ) ∈ F , if the coordinate

functions associated to φ are x
(φ)
1 , . . ., x

(φ)
m , we can locally write

ω = fφdx
(φ)
1 ∧ . . . ∧ dx(φ)

m ,

where fφ : U −→ R is nowhere vanishing since ω satisfies this very
property. Let us consider

O def.
= {(U, φ) ∈ F|fφ > 0} :

since F is maximal, O is a cover of M . Moreover if (U, φ) and (V, ψ)
are two arbitrarily chosen coordinate systems of O with U ∩V 6= 0, then
the change of coordinates is such that

dx
(ψ)
1 ∧ . . . ∧ dx(ψ)

m =
ω

fψ
= λdx

(φ)
1 ∧ . . . ∧ dx(φ)

m

with λ = fφ/fψ > 0. Thus O defines an orientation of M .

�

The nowhere vanishing m-form on M is called a volume element for M .

Definition 3.33 (Regular domains and outer vectors)
Let (M ,F) be an m-dimensional oriented manifold and let D ⊂ M . D is called
a regular domain if ∀m ∈ M one of the following properties holds:

1. ∃U open neighborhood of m such that U ⊂ M −D, i.e. m is exterior with
respect to D;

2. ∃U open neighborhood of m such that U ⊂ D, i.e. m is interior with respect
to D;

3. ∃(U, φ) with m ∈ U and φ(m) = (0, . . . , 0) such that φ(U∩D) = φ(U)∩ 1
2Rm,

i.e. m is a boundary point.

The union of all boundary points is ∂D, i.e. the boundary of D.
Let us now consider m ∈ ∂D and v ∈ Mm. v is called an outer vector with

respect to D if there exists a smooth curve σ(t) on M such that:

1. σ̇(0) = v;

2. ∃ε > 0 such that σ(t) /∈ D for 0 < t < ε.

A maximal collection of coordinate systems as defined in 3. above is compatible
on ∂D and makes it differentiable manifold of dimension m− 1.

Definition 3.34 (Boundary of manifold)
Since M itself is a regular domain, ∂M is manifold of dimension m−1 (actually
a submanifold of M ), which is called the boundary of M .
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Figure 3.11: Induced orientation on the boundary.

With the concept of an outer vector we can now define a coherent way to give
an orientation to a boundary.

Definition 3.35 (Orientation of the boundary)
Let M be an orientable manifold, D a regular domain in M and v an outer
vector with respect to D. Let us fix an orientation on M (i.e. fix coherently
a basis in each Mm) and then consider w1, . . ., wn−1 a basis of (∂D)m. w1,
. . ., wn−1 is an oriented basis on ∂D if v, w1, . . ., wn−1 gives the chosen
orientation on M .
The choice of an oriented basis is an orientation on ∂D.

The definition given above is independent from the choice of the outer vector
and gives a smooth orientation on ∂D in the sense of definition 3.32.

3.10 Exterior differential

Proposition 3.14 (Exterior differentiation)
Let (M ,F) be a differentiable manifold. There exists one and only one linear
map

d : Ek(M ) −→ Ek+1(M ) ∀k ∈ N

such that:

1. if f is a differentiable function on M (i.e. a 0-form), then d(f) = df ;

2. if κ is a k-form and λ an l-form over M , then

d(κ ∧ λ) = dκ ∧ λ + (−1)kκ ∧ dλ;

3. d2 = d ◦ d = 0.

3.11 Maps between manifolds

Definition 3.36 (Pullback)
Let (M ,F) and (N ,G) be two differentiable manifolds and

ψ : M −→ N
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Figure 3.12: Pullback.

a differentiable map. ψ induces in a natural way a map

ψ∗ : Ek(N ) −→ Ek(M ),

the pullback, such that

1. ∀k ∈ N, k > 0, given ω ∈ Ek(N ) then

ψ∗(ω)(m)(v1, . . . ,vk) def.= ω(ψ(m))(dψem(v1), . . . , dψem(vk));

2. if k = 0, given f ∈ E0(N ) = C∞(N ) then

ψ∗(f) def.= f ◦ ψ.

Proposition 3.15 (Properties of the pullback)
Let (M ,F) and (N ,G) be two differentiable manifolds and

ψ : M −→ N

a differentiable map; let ψ∗ be the associated pullback.

1. The pullback is linear, i.e.

ψ∗(ω ∧ τ) = ψ∗(ω) ∧ ψ∗(τ).

2. The pullback commutes with exterior differentiation, i.e.

d ◦ ψ∗ = ψ∗ ◦ d.

3. If (O,H) is a third manifold and

φ : N −→ O

then
(φ ◦ ψ)∗ = ψ∗ ◦ φ∗
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Figure 3.13: Pullback and exterior differentiation.

Figure 3.14: Pullback and composition.
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A special important case is the one in which the map φ : M −→ M ′ is a
diffeomorphism between two manifolds M and M ′. Then φ−1 : M ′ −→ M is
again a diffeomorphism. φ∗ maps forms of M ′ at φ(m) into forms of M at m and
(φ−1)∗ maps forms of M at m into forms of M ′ at φ(m). At the same time dφ
maps vectors of M at minto vectors of M ′ at φ(m) and d(φ−1) maps vectors of
M ′ at φ(m) into vectors of M at m. Using the above relations and remembering
the definition 3.16 we can induce in a canonical way a map between tensors.

Definition 3.37 (Tensor maps induced by diffeomorphisms)
Let M and M ′ be two differentiable manifolds and φ : M −→ M ′ be a dif-
feomorphism. Then φ induces a map (φ)∗ : T r

s (Mm) −→ T r
s (M ′

φ(m)), which
associates to each (r, s)-tensor T at m an (r, s)-tensor φ∗T at φ(m), according
to the definition below

(φ∗T )(η′1, . . . ,η
′
s,X

′
1, . . . ,X

′
r)

def.=
def.= T (φ∗(η′1), . . . , φ∗(η

′
s), dφ

−1(X ′
1), . . . , dφ

−1(X ′
r))

∀η′1, . . . ,η′s ∈ (M ′)∗φ(m), ∀X ′
1, . . . ,X

′
r ∈ M ′

φ(m). (3.4)

3.12 Vector fields and integral curves

Definition 3.38 (Lie Brackets)
Let us consider two vector fields X, Y ∈ V (M ). The map

[−,−] : V (M )× V (M ) −→ V (M )

which associates to X and Y the vector field [X,Y ] defined as

[X,Y ]m (f) def.= Xm(Y (f))− Y m(X(f))

where
[X,Y ]m = [X,Y ] (m) ∈ Mm.

Proposition 3.16 (Properties of the Lie Brackets)
The Lie brackets have the following properties:

1. ∀f, g ∈ C∞(M ) we have

[fX, gY ] = fg [X,Y ] + fX(g)Y − gY (f)X;

2. it is antisymmetric, i.e. [X,Y ] = − [Y ,X];

3. it satisfies the Jacobi identities, i.e.

[[X,Y ] ,Z] + [[Y ,Z] ,X] + [[Z,X] ,Y ] = 0.

Definition 3.39 (Integral curves of a vector field)
Let X ∈ V (M ) be a smooth vector field on a manifold (M ,F). A smooth curve
σ on M is an integral curve of X if the tangent vector to the curve at all its
points coincide with the values of the vector fields evaluated at those points, i.e.

σ̇(t) = Xσ(t).
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Figure 3.15: Integral curves of a vector field.

Proposition 3.17 (Equation satisfied by integral curves)
Let (M ,F) be a manifold and V a smooth vector field on M . Let us consider
m ∈ U ⊂ M with (U, φ) ∈ F chart of M with coordinate functions (x1, . . ., xm)
and let σ(t) be a smooth curve on M , such that 0 ∈ (a, b) and σ(0) = m. σ is
an integral curve of V on U if and only if

dσi

dr

⌉
t

= vi ◦ φ−1(σ1(t), . . . , σm(t)) for i = 1, . . . ,m and t ∈ φ−1(U),

where we have

V eU =
1,m∑

i

vi
∂

∂xi

and
σi = xi ◦ σ.

Proof:

By definition 3.39, σ(t) is an integral curve of the vector field V if and
only if σ̇(t) = V σ(t). But by definition 3.6 this is true if and only if

dσet
(
d

dr

⌉
t

)
= V σ(t). (3.5)

By definition of differential we can write

dσet
(
d

dr

⌉
t

)
=

1,m∑
i

d(xi ◦ σ)

dr

⌉
t

∂

∂xi

⌉
σ(t)

using the coordinate system (U, φ); moreover, always in (U, φ), the local
expression of the vector field V along σ gives

V σ(t) =

1,d∑
i

vi(σ(t))
∂

∂xi

⌉
σ(t)

.

Substituting in (3.5) the last two equalities we thus get that σ(t) is an
integral curve of V on U if and only if

1,m∑
i

d(xi ◦ σ)

dr

⌉
t

∂

∂xi

⌉
σ(t)

=

1,d∑
i

vi(σ(t))
∂

∂xi

⌉
σ(t)

,
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i.e., since the ∂/∂xi are linearly independent, if and only if

dσi
dr

⌉
t

= vi ◦ φ−1(σ1(t), . . . , σm(t)), i = 1, . . . ,m, t ∈ φ−1(U).

�

Proposition 3.18 (Existence of integral curves)
Let (M ,F) be a manifold and V a smooth vector field on M . ∀m ∈ M there
exists

a) am and bm ∈ R ∪ {+∞} ∪ {−∞};

b) a smooth curve σm : (am, bm) −→ M

such that:

1. 0 ∈ (am), bm) and σm(0) = m;

2. σm is an integral curve of V ;

3. if σ′ : (a′, b′) −→ M is a smooth curve which satisfies a) and b) above,
then (a′, b′) ⊆ (am, bm) and σ′ = σme(a′,b′).

Moreover if ∀t ∈ R we define

c) Dt =
{
q ∈ M |t ∈ (aq, bq)

}
⊂ M ;

d) ΦV
t : Dt ⊂ M −→ M defined by ΦV

t (p) = σp(t);

then

4. ∀m ∈ M , there exists A open neighborhood of m and ε > 0 such that

ΦV
− (−) : (−ε,+ε)×A −→ M

ΦV
t (p) def.= σp(t), is smooth.

5. Dt is open ∀t ∈ R;

6.
⋃

t>0 Dt = M ;

7. ΦV
t : Dt −→ D−t is a diffeomorphism with inverse ΦV

−t;

8. ∀s, t ∈ R:

(a) supp
(
ΦV

s ◦ ΦV
t

)
⊂ Ds+t;

(b) supp
(
ΦV

s ◦ ΦV
t

)
= Ds+t if st > 0;

(c) in supp
(
ΦV

s ◦ ΦV
t

)
we have ΦV

s ◦ ΦV
t = ΦV

s+t.

Definition 3.40 (Flow associated to a vector field)
The map ΦV

(−)(−) = ΦV is called the flow associated with the vector field V .
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Figure 3.16: Flow associated with a vector field.

Figure 3.17: Lie derivative of a vector field.

3.13 Lie derivative

Definition 3.41 (Lie derivative of a vector field)
Let (M ,F) be a manifold and let V and W be two smooth vector fields on M
and let ΦV be the flux associated with V . Let us consider m ∈ M and

(£V W )m
def.= lim

t→0

dΦV
−t(Y ΦV

t (m))− Y m

t
=

d

dt

⌉
t=0

(dΦV
−t(Y ΦV

t (m))) ∈ Mm.

(£V W )m is the Lie derivative of W in the direction of V at m.

Definition 3.42 (Lie derivative of a 1-form field)
Let (M ,F) be a manifold, let V and ω be a vector and a 1-form field on M
respectively and let ΦV be the flux associated with V . Let us consider m ∈ M
and

(£V ω)m
def.= lim

t→0

(ΦV
t )∗(ωΦV

t (m))− ωm

t
=

d

dt

⌉
t=0

((ΦV
t )∗(ωΦV

t (m))) ∈ Mm.

(£V ω)m is the Lie derivative of ω in the direction of V at m.

Proposition 3.19 (Properties of the Lie derivative)
Let (M ,F) be a manifold and V a smooth vector field on M .
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1. ∀f ∈ C∞(M ), £V f = V (f).

2. ∀W smooth vector field on M , £V W = [V ,W ].

3. £V maps smooth forms into smooth forms, i.e. can be considered as a
map £V : E(M ) −→ E(M ); moreover it commutes with exterior differen-
tiation, i.e. ∀ω ∈ E(M ), £V dω = d(£V ω) and £V = i(V )◦d+d◦ i(V ).

The concept of Lie derivative can be extended to tensor of arbitrary rank,
in which case it satisfies some further properties, as follows.

Proposition 3.20 (Lie derivative of arbitrary tensors)
The S, T be arbitrary tensors, Then the Lie derivatives satisfies the following
properties:

1. it preserves tensor type;

2. it maps tensors linearly;

3. it preserves contraction;

4. it satisfies Leibnitz rule:

£V S ⊗ T = S ⊗£V T + £V S ⊗ T .

Moreover if ω is a k-form and W 0, W 1, . . ., W k are smooth vector fields, then

5. £W 0(ω(W 1, . . . ,W k)) = (£W 0ω)(W 1, . . . ,W k) +

+
1,k∑
i

ω(W 1, . . . ,W i−1,£W 0W i,W i+1, . . . ,W k);

6. dω(W 0, . . . ,W k) =
0,k∑
i

(−1)iW i(ω(W 0, . . . , Ŵ i, . . . ,W k)) +

+
0,k∑
i<j

(−1)i+jω([W i,W j ] , . . . , Ŵ i, . . . , Ŵ j , . . . ,W k).

Proposition 3.21 (Component expression of the Lie derivative)
The Lie Derivative of a vector field Y in the direction of the vector field X can
be expressed in a coordinate basis as

(£V Y )i =
1,m∑

j

[
∂Yi

∂xj
Vj −

∂Vi

∂xj
Yj

]
.

Proof:

We call m′ a point along the integral curve of V passing through m at
parameter distance t. Thus

m
′ = ΦV

t (m).
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Figure 3.18: Component expression of the Lie derivative.

From the definition of the Lie derivative we see that we need to evaluate

d

dt

⌉
t=0

(dΦV
−t(Y ΦV

t (m)))

and we start with
(dΦV

−t(Y ΦV
t (m)))

i

applying the definition of differential and of tangent vector. We get

(dΦV
−t(Y ΦV

t (m)))
i = (dΦV

−tem′(Y m′))(xi)

= Y m′

(
xi ◦ ΦV

−t(m
′)
)

=

1,m∑
j

(Y m′)j
∂

∂xj

⌉
m′

(
xi ◦ ΦV

−t(m
′)
)

=

1,m∑
j

Yj(m
′)
∂xi(Φ

V
−t(m

′))

∂xj

⌉
m′
.

Of this expression we want to compute the derivative with respect to
t and evaluate it at t = 0. There are two factors, we are going to
use the chain rule and thus compute first the derivative of each factor,
remembering that m′ contains a t dependence as a function of m through
he flux. We obtain in first place

Yj(m
′)
⌉
t=0

=

1,m∑
k

[
∂Yj(m

′)

∂xk

dxk
dt

⌉
t=0

=

1,m∑
k

∂Yj
∂xk

Xk.

Moreover

d

dt

∂xi(Φ
V
−t(m

′))

∂xj

⌉
t=0

=
∂

∂xj

dxi(Φ
V
−t(m

′))

dt

⌉
t=0

=
∂

∂xj
(−Xi)

= −∂Xi
∂xj

Using the two results above we obtain

d

dt

⌉
t=0

(dΦV
−t(Y ΦV

t (m))) =

1,m∑
j

[
dYj(m

′)

dt

∂xi(Φ
V
−t(m

′))

∂xj

⌉
m′

⌉
t=0

+
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+

1,m∑
j

[
Yj(m

′)
d

dt

∂xi(Φ
V
−t(m

′))

∂xj

⌉
m′

⌉
t=0

=

1,m∑
j

1,m∑
k

∂Yj
∂xk

Xkδij −
1,m∑
k

∂Xi
∂xk

Yk

=

1,m∑
k

[
∂Yi
∂xk

Xk −
∂Xi
∂xk

Yk

]
,

which completes the proof.

�

3.14 Integration on manifolds

Definition 3.43 (Integral of an m-form (local))
Let (M ,F) be a manifold of dimension dim (M ) = m and let (U, φ) ∈ F
associated to the coordinate system (x1, . . . , xm). Let ω be an m-form on M
such that supp (ω) is compact in M . Then∫

U

ω
def.=

∫
φ(U)

(φ−1)∗(ω).

Proposition 3.22 (Local expression of the integral)
If in the local coordinates (U, φ) we write ω = fφ dx1∧ . . .∧ dxm the following
formula holds: ∫

φ(U)

(φ−1)∗(ω) =
∫

φ(U)

(fφ ◦ φ−1)dr1 ∧ . . . ∧ drm.

Proof:

To prove the equality we have to evaluate (φ−1)∗(ω) in the coordinate
neighborhood (u, φ). This yields

(φ−1)∗(ω) = (φ−1)∗(fφdx1 ∧ . . . ∧ dxm)

= (φ−1)∗(fφ) · (φ−1)∗dx1 ∧ . . . ∧ (φ−1)∗dxm

= (fφ ◦ φ−1) · (φ−1)∗dx1 ∧ . . . ∧ (φ−1)∗dxm

= (fφ ◦ φ−1) · dr1 ∧ . . . ∧ drm,

where the last equality holds since

(φ−1)∗dxi = d((φ−1)∗xi)

= d(xi ◦ φ−1)

= d(ri ◦ φ ◦ φ−1)

= dri.

This completes the proof.

�
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Proposition 3.23 (Coordinate independence of the local integral)
The definition 3.43 is independent from the choice of the coordinate neighborhood
on M .

Proof:

Let (U, φ) and (V, ψ) be two coordinate neighborhoods with coordinate
functions (x1, . . ., xm) and (y1, . . ., ym) respectively. Let us consider
the integral of an m-form ω on some domain W ⊂ U ∩ V . On W we
have

ω = fφdx1 ∧ . . . ∧ dxm
as well as

ω = fψdy1 ∧ . . . ∧ dym.
The change of coordinates is described by ψ ◦φ−1 which enters through
its determinant |∂yi/∂xj | in the relation between fψ and fφ, since

fψdy1 ∧ . . . ∧ dym = fψ

∣∣∣∣ ∂yi∂xj

∣∣∣∣ dx1 ∧ . . . ∧ dxm,

so that

fφ =

∣∣∣∣ ∂yi∂xj

∣∣∣∣ fψ = |φ ◦ ψ−1|fψ.

Moreover we remember the following property of the pullback

(φ ◦ ψ−1)∗ = (ψ−1)∗ ◦ φ∗.

Then∫
W

ω =

∫
ψ(W )

(ψ−1)∗ω

=

∫
ψ(W )

(fψ ◦ ψ−1)dρ1 ∧ . . . ∧ dρm

=

∫
(φ◦ψ−1)(ψ(W ))

(fψ ◦ ψ−1ψ ◦ φ−1)|ψ ◦ φ−1|dr1 ∧ . . . ∧ drm

=

∫
(φ◦ψ−1)(ψ(W ))

(fψ ◦ ψ−1ψ ◦ φ−1)|ψ ◦ φ−1|dr1 ∧ . . . ∧ drm

=

∫
φ(W )

(|ψ ◦ φ−1|fψ ◦ φ−1)dr1 ∧ . . . ∧ drm

=

∫
φ(W )

(fφ ◦ φ−1)dr1 ∧ . . . ∧ drm.

�

Definition 3.44 (Integral of an m-form (global))
Let (M ,F) be an orientable differentiable manifold of dimension dim (M ) = m
and let O ⊂ F be an orientation of M . Let ω be an m-form on M with
supp (ω) compact in M . Let (R,P) be a partition of unity subordinated to the
open covering {Uα}(Uα,φα)∈O. The integral of ω over M is∫

M

ω
def.=

∑
V ∈R

∫
V

fV ω.
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Proposition 3.24 (Independence from the partition of unity choice)
The definition 3.44 is independent from the choice of the partition of unity.

Proof:

Let us take as granted all the assumptions in the definition 3.44 and let
(R′,P ′) be another partition of unity subordinated to the open covering
{Uα}(Uα,φα)∈O; then the following chain of equalities holds:

∑
V ∈R

∫
V

fV ω =
∑
V ∈R

∫
V

( ∑
V ′∈R′

f ′V ′

)
fV ω

=
∑
V ∈R

∑
V ′∈R′

∫
V

f ′V ′fV ω

=
∑
V ∈R

V ′∈R′

∫
V ∩V ′

f ′V ′fV ω. (3.6)

The last equality sign holds because fV is different from zero only inside
V and f ′V ′ is different from zero only inside V ′, so the product f ′V ′fV is
different from zero inside V ′ ∩ V . Since the last formula is symmetric
we can proceed back with the chain of equalities, i.e.∑

V ∈R

∫
V

fV ω =
∑

V ′∈R′

∫
V ′
f ′V ′ω,

which completes the proof.

�

Proposition 3.25 (Stokes theorem)
Let M be an orientable differentiable manifold of dimension dim (M ) = m with
boundary ∂M . Let ω be an (m− 1)-form over M . Then∫

M

dω =
∫

∂M

ω.

If M is such that ∂M = ∅, then ∫
M

dω = 0.

Since M is orientable, ∂M is also orientable and we assume on it the induced
orientation (and of course the induced manifold structure (topological and dif-
ferentiable)).

3.15 Riemannian and Lorentzian manifolds

Definition 3.45 (Riemannian metric)
Let us consider a manifold (M ,F) and the set

m〈M 〉 =
⋃
m∈M

{〈−,−〉m | 〈−,−〉m a positive definite metric on Mm} .
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A differentiable map
〈−,−〉 : M −→ m〈M 〉,

defined as

〈−,−〉 (m) def.= 〈−,−〉m ,

is called a Riemannian metric on M .

Differentiability is defined, as usual, in terms of vector fields, i.e. 〈−,−〉 is
differentiable if for every choice of vector fields V and W on an open set U ⊂ M
the function

〈V ,W 〉 : U −→ R,

defined as 〈V ,W 〉 (m) def.= 〈V m,W m〉m, is differentiable.

Proposition 3.26 (Existence of Riemannian metric)
Every differentiable manifold admits a Riemannian metric.

Proof:

The proof of this statement proceeds along the same line we used for the
characterization of the orientation on a manifold. Let thus (M ,F) be a
differentiable manifold, of dimension m. Let us consider a partition of
unity (R,P) subordinated to the cover U = {U | (U, φ) ∈ F}. For each
m ∈ M , ∃V ∈ R such that m ∈ V . Moreover ∃U ∈ U such that V ⊂ U
so that ∀m ∈ V ⊂ U in Mm the coordinate map φ associated to U with
coordinate functions x1, . . ., xm induces the coordinate basis {∂/ ∂xiem
}i=1,...,m. Thus ∀m ∈ V we can define a scalar product 〈−,−〉V by〈

∂

∂xi
,
∂

∂xj

〉
V

= δij .

Then

〈−,−〉 def.
=

∑
V ∈R

fV 〈−,−〉V

is a Riemannian metric on M .

�

Definition 3.46 (Lorentzian metric)
Let us consider a manifold (M ,F) and the set

m−2〈M 〉 =
⋃
m∈M

{〈−,−〉m | 〈−,−〉m a metric of signature m− 2 on Mm} .

A differentiable map
〈−,−〉 : M −→ m−2〈M 〉,

defined as

〈−,−〉 (m) def.= 〈−,−〉m ,

is called a Lorentzian metric on M .
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In what follows if we will refer to a metric, without specifying if it is Riemannian
or Lorentzian, we will assume that the type of metric is not relevant, e.g. the
results hold for the Riemannian as well as for the Lorentzian case.

Proposition 3.27 (Existence of Lorentzian metric)
A paracompact manifold admits a Lorentzian metric if and only if it admits a
non-vanishing line element field.

Definition 3.47 (Isometry between manifolds)
Let M ,F and N ,G be two differentiable manifold and φ : M −→ N a map
between them. φ is an isometry if it is a diffeomorphism and if its differential
dφ is a vector space isometry ∀m ∈ M , i.e. if ∀m ∈ M

〈dφ(v), dφ(w)〉φ(m) = 〈v,w〉m , ∀v,w ∈ Mm.

3.16 Connection and covariant derivative

Definition 3.48 (Connection at m ∈ M )
Let M be a differentiable manifold. A connection at m ∈ M is a map

D (−,−)m : Mm × V(M ) −→ M ,

such that:

1. D (vm,W )m is bilinear in vm and W ;

2. ∀f : M −→ R differentiable,

D (vm, fW )m = vm(f)W m + f(m)D (vp,W ) .

D (vm,W )m is called the covariant derivative of the vector field W in the direc-
tion of vm at m.

Definition 3.49 (Connection on a manifold)
Let M be a differentiable manifold. A connection on M is a map

D (−,−) : V(M )× V(M ) −→ V(M ),

such that:

1. D (V ,W ) is bilinear in V and W ;

2. ∀f : M −→ R differentiable,

D (fV ,W ) = fD (V ,W ) ;

3. ∀f : M −→ R differentiable,

D (V , fW ) = V (f)W + fD (V ,W ) .

We have that ∀m ∈ M

(D (V ,W ))m
def.= D (V m,W )m

where D (V m,W )m is a connection at m ∈ M .
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Definition 3.50 (Symmetric connection)
Let M ,F be a manifold and D (−,−) a connection on M . D is symmetric if
∀V , W vector fields on M , then

D (V ,W )−D (W ,V ) = [V ,W ] .

Definition 3.51 (Connection in coordinates)
Let (M ,F) be a manifold of dimension dim (M ) = m with connection D (−,−)
and let (U, φ) ∈ F with coordinate functions x1, . . . , xm. Then in the chart
(U, φ) we have

D

(
∂

∂xi
,
∂

∂xj

)
=

1.m∑
k

Γk
ij

∂

∂xk

with
Γk

ij : U −→ R

differentiable functions on U ⊂ M .

Proposition 3.28 (Characterization of symmetric connections)
Let D (−,−) be a connection on a manifold M ,F and (U, φ) ∈ F a chart of
M with coordinate functions (x1 , . . . , xm). The following conditions are
equivalent:

1. D (−,−) is symmetric;

2. D
(

∂
∂xi

, ∂
∂xj

)
= D

(
∂

∂xj
, ∂

∂xi

)
;

3. Γk
ij = Γk

ji.

Proof:

1⇒ 2 Let us consider a symmetric connection. In a coordinate
basis of Mm, as is the one induced by the given chart, the
Lie Brackets of two arbitrary basis vectors vanish, i.e.[

∂

∂xi
,
∂

∂xj

]
= 0.

Thus

D

(
∂

∂xi
,
∂

∂xj

)
−D

(
∂

∂xj
,
∂

∂xi

)
= 0

or

D

(
∂

∂xi
,
∂

∂xj

)
= D

(
∂

∂xj
,
∂

∂xi

)
.

�

2⇒ 3 If we express

D

(
∂

∂xi
,
∂

∂xj

)
= D

(
∂

∂xj
,
∂

∂xi

)
c©2004 by Stefano Ansoldi — Please, read statement on cover page



“Differential Geometry”. [3.16].51

in terms of the connection symbols, the above equality be-
comes

1,m∑
k

(
Γkij − Γkji

) ∂

∂xk
= 0.

But, since {∂/∂xk}k=1,...,m is a basis of Mm at each point
m ∈ U ⊂M , the ∂/∂xk are linearly independent, i.e.

Γkij − Γkji = 0 ⇒ Γkij = Γkji.

�

3⇒ 1 We consider to arbitrary vector fields V and W and write
them in a coordinate basis associated to a given chart (U, φ)
with coordinate functions x1, . . ., xm:

V =

1,m∑
i

vi
∂

∂xi

W =

1,m∑
j

wj
∂

∂xj
(3.7)

We first compute

D (V ,W ) = D

(
1,m∑
i

vi
∂

∂xi
,

1,m∑
j

wj
∂

∂xj

)

=

1,m∑
i,j

D

(
vi

∂

∂xi
, wj

∂

∂xj

)

=

1,m∑
i,j

viD

(
∂

∂xi
, wj

∂

∂xj

)

=

1,m∑
i,j

[
vi
∂wj
∂xi

∂

∂xj
+ viwjD

(
∂

∂xi
,
∂

∂xj

)]

=

1,m∑
i,j

vi
∂wj
∂xi

∂

∂xj
+

1,m∑
i,j,k

Γkijviwj
∂

∂xk
.

Then, by exchanging V and W we also obtain

D (W ,V ) =

1,m∑
i,j

wj
∂vi
∂xj

∂

∂xi
+

1,m∑
i,j,k

Γkjiviwj
∂

∂xk
,

so that

D (V ,W )−D (W ,V ) =

=

1,m∑
i,j

[
vi
∂wj
∂xi

∂

∂xj
− wj

∂vi
∂xj

∂

∂xi

]
+

+

1,m∑
i,j,k

(
Γkji − Γkji

)
viwj

∂

∂xk

=

1,m∑
i,j

[
vi
∂wj
∂xi

∂

∂xj
− wj

∂vi
∂xj

∂

∂xi

]
(3.8)
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since by the assumptions, Γkij = Γkji. We now compute
the commutator, remembering in the first step result 1. of
proposition 3.16:

[V ,W ] =

[
1,m∑
i

vi
∂

∂xi
,

1,m∑
j

wj
∂

∂xj

]

=

1,m∑
i,j

aibj

[
∂

∂xi
,
∂

∂xj

]
+

+

1,m∑
i,j

vi
∂wj
∂xi

∂

∂xj
−

1,m∑
i,j

wj
∂vi
∂xj

∂

∂xi

=

1,m∑
i,j

[
vi
∂wj
∂xi

∂

∂xj
− wj

∂vi
∂xj

∂

∂xi

]
(3.9)

The first term in the equation before the last vanishes since
we are in a coordinate basis and we thus see from (3.8) and
(3.9) that

D (V ,W )−D (W ,V ) = [V ,W ] ,

i.e. the connection is symmetric.

This completes the proof.

�

Proposition 3.29 (Covariant derivative along a curve)
Let σ(t) : [a, b] −→ M be a differentiable curve on a manifold (M ,F) with
connection D (−,−). Let V (t) be a differentiable vector field along σ. There
exists one and only one map which associates to a vector field V along σ another
vector field DV /dt along σ, the covariant derivative of V along σ, such that:

1.
D(V + W )

dt
=
DV

dt
+
DW

dt
;

2. ∀f : [a, b] −→ R we have
D(fV )
dt

=
df

dt
V + f

DV

dt
;

3. if Y ∈ V(M ) is a vector field on M such that V (t) = Y (σ(t)) then

DV

dt
= D (σ̇(t),Y )σ(t) . (3.10)

Proof:

Let us choose a chart (U, φ) ∈ F on the manifold (M ,F) with coordinate
functions (x1, . . ., xm). and let us consider a curve σ(t) = (x1(t), . . .,
xm(t)). We then have

σ̇(t) =

1,m∑
i

dxi(t)

dt

∂

∂xi
.
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To prove the existence we use property 3. as an ansatz, i.e. we define

DV

dt

def.
= D (σ̇(t),Y )σ(t) ;

this is a good definition since the operation defined by the connection
is local, i.e. it depends only on the values of the vector fields at a given
point and thus it makes sense for each vector field which is defined at
that point. Moreover we have:

D(V + W )

dt
= D (σ̇(t),V + W )σ(t)

= D (σ̇(t),V )σ(t) +D (σ̇(t),W )σ(t)

=
DV

dt
+
DW

dt
,

so that 1. is satisfied. Then we have

D(fV )

dt
= D (σ̇(t), fV )σ(t)

= (σ̇(t))(f)V + fD (σ̇(t),V )σ(t)

=

1,m∑
i

dxi(t)

dt

∂

∂xi
(f) + fD (σ̇(t),V )σ(t)

=
df

dt
V + f

DV

dt

and 2. is also satisfied. 3., of course, holds by definition, so the only
property we still have to prove is uniqueness. To establish it we rewrite
DV /dt using the local expression above for σ̇(t) and also writing locally
the vector field along σ(t) as

V (t) =

1,m∑
j

vj(t)
∂

∂xj
.

Then from equation (3.10) we can obtain the following chain of equali-
ties:

DV

dt
=

D
(∑1,m

j vj(t)(∂/∂xj)
)

dt

=

1,m∑
j

(
dvj(t)

dt

∂

∂xj
+ vj(t)

D(∂/∂xj)

dt

)

=

1,m∑
j

[
dvj(t)

dt

∂

∂xj
+ vj(t)D

(
σ̇(t),

∂

∂xj

)]

=

1,m∑
j

[
dvj(t)

dt

∂

∂xj
+ vj(t)D

(
1,m∑
i

dxi(t)

dt

∂

∂xi
,
∂

∂xj

)]

=

1,m∑
k

dvk(t)

dt

∂

∂xk
+

1,m∑
i,j

vj(t)
dxi(t)

dt
D

(
∂

∂xi
,
∂

∂xj

)

=

1,m∑
k

dvk(t)

dt

∂

∂xk
+

1,m∑
i,j

vj(t)
dxi(t)

dt
Γkij

∂

∂xk

=

1,m∑
k

(
dvk(t)

dt
+

1,m∑
i,j

Γkij
dxi(t)

dt
vj(t)

)
∂

∂xk
. (3.11)

c©2004 by Stefano Ansoldi — Please, read statement on cover page



[3.17].54 “Differential Geometry”.

We thus see that the covariant derivative along σ(t) is completely de-

termined by the connection coefficients in a unique way, i.e., given the

connection, it is unique. This completes the proof.

�

Definition 3.52 (Parallel vector field along a curve)
Let M ,F be a manifold with connection D (−,−) and let σ(t) be a curve on
M . A vector field V (t) along σ is parallel along σ if

DV

dt
= 0.

Proposition 3.30 (Characterization of parallel vector field)
Let M ,F be a manifold of dimension dim (M ) = m with connection D (−,−).
Let (U, φ) ∈ F be a chart for M with coordinate functions (x1, . . . , xm) and let
σ(t) = (x1(t), . . . , xm(t)) be a curve on M . A vector field V (t) =

∑1,m
i vi(t)

∂/∂xi along σ is parallel along σ if and only if

dvk(t)
dt

+
1,m∑
i,j

dxi(t)
dt

Γk
ijvj(t) = 0 k = 1, . . . ,m. (3.12)

Proposition 3.31 (Existence of parallel vector fields)
Let M ,F be a manifold and σ(t) = (x1(t), . . . , xm(t)) be a curve on M . Let
v0 ∈ Mσ(0) be a tangent vector to M at σ(0). There exists one and only one
parallel vector field V along σ with V (σ(0)) = v0.

Proposition 3.32 (Parallel translation is an isomorphism)
The parallel translation ϕ along a curve is an isomorphism

ϕ : Mσ(0) −→ Mσ(t) , ∀t ∈ [a, b].

3.17 Interplay between connection and metric

Definition 3.53 (Compatibility condition)
Let (M ,F) be a manifold with a metric 〈−,−〉. A connection D (−,−) is com-
patible with the metric 〈−,−〉 if ∀V W , parallel vector fields along an arbitrary
given curve σ, it holds that 〈V ,W 〉 is constant along σ.

This means that ∀t for which σ is defined, the parallel translation along σ from
σ(0) to σ(t) defines an isometry between Mσ(0) and Mσ(t).

Proposition 3.33 (Characterization of compatible connections: I)
A connection D (−,−) on a manifold (M ,F) with metric 〈−,−〉 is compatible
with the metric if and only if ∀V , W , parallel vector fields along an arbitrary
curve σ, the equality

d

dt
〈V (t),W (t)〉 =

〈
DV

dt
,W

〉
+
〈
DW

dt
,V

〉
is identically satisfied.
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Proof:

⇒) Let us choose P 1, . . ., Pm, m vector fields along σ which are or-
thonormal at a given point of σ. We can assume without restriction that
they are parallel along σ (since given a vector at a point of a curve, to
parallel propagate it along the curve we have only to solve the differen-
tial equations (3.11) = 0 with exactly the components of this vector as
initial conditions). Then they are also orthonormal along σ, since their
orthonormalization condition

〈P i(t),P j(t)〉 = δij

is preserved along σ precisely because the P i are parallel along σ.
At every point of σ, we can thus write two arbitrary vector fields V ,

W in terms of the orthonormal basis composed by the m vectors Pi, i.e.

V (t) =

1,m∑
i

vi(t)P i(t)

W (t) =

1,m∑
i

wi(t)P i(t).

Moreover, since P i, i = 1, . . . ,m, are parallel vector fields, we also have

DV (t)

dt
=

1,m∑
i

dvi(t)

dt
P i(t) +

1,m∑
i

vi(t)
DP i(t)

dt

=

1,m∑
i

dvi(t)

dt
P i(t)

DW (t)

dt
=

1,m∑
j

dwj(t)

dt
P j(t) +

1,m∑
j

wj(t)
DP j(t)

dt

=

1,m∑
j

dwj(t)

dt
P j(t).

Remembering that the P i(t) are orthonormal along σ, we can now com-
pute 〈

DV

dt
,W

〉
=

〈
1,m∑
i

dvi(t)

dt
P i(t),

1,m∑
j

wj(t)P j(t)

〉

=

1,m∑
i,j

dvi(t)

dt
wj(t) 〈P i(t),P j(t)〉

=

1,m∑
i,j

dvi(t)

dt
wj(t)δij

=

1,m∑
i

dvi(t)

dt
wi(t)

and exchanging V with W〈
V ,

DW

dt

〉
=

1,m∑
i

dwi(t)

dt
vi(t);
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Summing the last two result we thus get〈
DV

dt
,W

〉
+

〈
V ,

DW

dt

〉
=

1,m∑
i

(
dvi(t)

dt
wi(t) +

dwi(t)

dt
vi(t)

)

=
d

dt

(
1,m∑
i

viwi

)

=
d

dt
〈V ,W 〉 ,

which completes the proof of this implication.
⇐) If V and W are parallel along σ then DV /dt = DW /dt = 0, i.e.

d

dt
〈V (t),W (t)〉 = 0

so that
〈V (t),W (t)〉 = const.

and D is compatible with the metric.

�

Proposition 3.34 (Characterization of compatible connections: II)
A connection D (−,−) on a manifold (M ,F) with metric 〈−,−〉 is compatible
with the metric if and only if ∀V , W , Z vector fields on M it holds that

Z(〈V ,W 〉) = 〈D (Z,V ) ,W 〉+ 〈D (Z,W ) ,V 〉 . (3.13)

Proof:

Let σ be a differentiable curve on M such that

σ(0) = m ∈M

σ̇(0) = Zm ∈Mm.

Remembering these settings we preliminarily define the following quan-
tities:

Zm(〈V ,W 〉) (3.14)
d
dt

⌉
t=0

〈
V σ(t),W σ(t)

〉
(3.15)〈

DV
dt

⌉
t=0

,W
〉

+
〈
DW
dt

⌉
t=0

,V
〉

(3.16)

〈D (Zm,V ) ,W 〉+ 〈D (Zm,W ) ,V 〉 (3.17)

⇒ ) We now start with the direct implication. We can compute the
directional derivative of the function 〈U ,V 〉 in the direction of W m

as the derivative along the curve σ at t = 0: since this directional
derivative is a local expression it does not depend on the chosen curve,
provided it has tangent vector W m at m. This says (3.14) = (3.15). Using
proposition 3.33 we know that (3.15) = (3.16) and by definition of the
covariant derivative along a curve (3.16) = (3.17). Thus (3.14) = (3.17)
∀m ∈M , which is equivalent to (3.13), the result to be established.
⇐ ) To prove the converse we observe that now (3.13) holds, so that
(3.14) = (3.17) ∀m ∈M . But again, by the same considerations we made
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above, (3.14) = (3.15) and (3.17) = (3.16). So we have established that
under the assumed conditions (3.15) = (3.16) i.e. that ∀V ,W vector
fields along a curve σ

d

dt
〈V ,W 〉 =

〈
DV

dt
,W

〉
+

〈
DW

dt
,V

〉
so that proposition 3.33 assures the connection is compatible.

�

Proposition 3.35 (Uniqueness of symmetric compatible connection)
Let (M ,F) be a manifold and 〈−,−〉 a metric on M . There exists one and
only one symmetric connection on M compatible with the given metric.

Proof:

We will prove the uniqueness: let (U, φ) ∈ F be a coordinate system
with coordinate functions x1, . . ., xm. As usual, we have that locally
the connection can be expressed as

D

(
∂

∂xi
,
∂

∂xi

)
=

1,m∑
k

Γkij
∂

∂xk

and the Riemannian metric as

gmn =

〈
∂

∂xm
,
∂

∂xn

〉
.

The compatibility condition implies

∂

∂xj

〈
∂

∂xk
,
∂

∂xl

〉
=

〈
D

(
∂

∂xj
,
∂

∂xk

)
,
∂

∂xl

〉
+

+

〈
D

(
∂

∂xj
,
∂

∂xl

)
,
∂

∂xk

〉
(3.18)

and permuting the indices j, k and l we also get

∂

∂xk

〈
∂

∂xl
,
∂

∂xj

〉
=

〈
D

(
∂

∂xk
,
∂

∂xl

)
,
∂

∂xj

〉
+ (3.19)

+

〈
D

(
∂

∂xk
,
∂

∂xj

)
,
∂

∂xl

〉
∂

∂xl

〈
∂

∂xj
,
∂

∂xk

〉
=

〈
D

(
∂

∂xl
,
∂

∂xj

)
,
∂

∂xk

〉
+

+

〈
D

(
∂

∂xl
,
∂

∂xk

)
,
∂

∂xj

〉
=

〈
D

(
∂

∂xj
,
∂

∂xl

)
,
∂

∂xk

〉
+

+

〈
D

(
∂

∂xk
,
∂

∂xl

)
,
∂

∂xj

〉
, (3.20)

where in the last equality we have used the fact that the connection is
symmetric and the arguments are element of a coordinate basis, so that
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result 2. of proposition 3.28 applies. Summing side by side (3.18) and
(3.19) and subtracting (3.20) we get

∂

∂xj

〈
∂

∂xk
,
∂

∂xl

〉
+

∂

∂xk

〈
∂

∂xl
,
∂

∂xj

〉
− ∂

∂xl

〈
∂

∂xj
,
∂

∂xk

〉
=

=

〈
D

(
∂

∂xj
,
∂

∂xk

)
,
∂

∂xl

〉
+

〈
D

(
∂

∂xj
,
∂

∂xl

)
,
∂

∂xk

〉
+

+

〈
D

(
∂

∂xk
,
∂

∂xl

)
,
∂

∂xj

〉
+

〈
D

(
∂

∂xk
,
∂

∂xj

)
,
∂

∂xl

〉
+

−
〈
D

(
∂

∂xj
,
∂

∂xl

)
,
∂

∂xk

〉
−
〈
D

(
∂

∂xk
,
∂

∂xl

)
,
∂

∂xj

〉
=

〈
D

(
∂

∂xj
,
∂

∂xk

)
,
∂

∂xl

〉
+

〈
D

(
∂

∂xk
,
∂

∂xj

)
,
∂

∂xl

〉
= 2

〈
D

(
∂

∂xj
,
∂

∂xk

)
,
∂

∂xl

〉
,

where in the last line we again used the symmetry property of the con-
nection.
The equality coming from the first and last lines can be rewritten, using
the metric the and connection symbols in the chosen coordinate system
that we have written at the beginning of this proof, as

−∂lgjk + ∂jgkl + ∂kglj = 2

1,m∑
h

Γhjkghl

or, acting with the inverse of the metric1, as

Γijk =
1

2

1,m∑
l

(g−1)il (−∂lgjk + ∂jgkl + ∂kglj) (3.21)

. . . To prove the existence we use the definition above and verify that

all properties of a connection are satisfied.

�

Notation 3.1 (Compatible Symmetric Covariant Derivative)
When we consider the unique symmetric connection compatible with a metric
on a manifold, we are going to use the following notation:

∇V W = D (V ,W ) .

3.18 Geodesics

Definition 3.54 (Geodesic)
Let σ be a curve on a manifold (M ,F) such that the vector field σ̇(t) tangent

1Here we will denote the inverse metric tensor as (g−1)ik, i.e.

1,m∑
k

(g−1)ikgkj =

1,m∑
k

gik(g
−1)kj = δij .

Of course we have gij = gji and (g−1)ij = (g−1)ji.
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to the curve is parallel along the curve, i.e.

Dσ̇(t)
dt

= 0.

Then σ is a geodesic on M .

Proposition 3.36 (Geodesic equation)
Let σ be a geodesic on (M ,F) and let (U, φ) ∈ F be a chart of M with coordinate
functions (x1, . . . , xm). σ is a geodesic if and only if

d2xk

dt2
+

1,m∑
i,j

Γk
ij

dxi(t)
dt

dxj(t)
dt

= 0, k = 1, . . . ,m (3.22)

where φ ◦ σ(t) = (x1(t), . . . , xm(t)).

Proof:

In the given coordinates the tangent vector σ̇ has components:(
dx1(t)

dt
, . . . ,

dxm(t)

dt

)
.

But, by the definition above, σ is a geodesic if and only if this tangent

vector is a parallel vector field along σ and this is true if and only if it

satisfies the m differential equations (3.12) of proposition 3.30, where

now vl = dxl(t)/dt. Thus a curve σ is a geodesic if and only if locally

the m equations (3.22) are satisfied.

�

Definition 3.55 Let (M ,F) be a manifold and let m ∈ M and v ∈ Mm be a
point of M and a vector tangent to M at m respectively. The exponentiation
of v at m is the point p ∈ M which is a unit parameter distance away along
the unique geodesic σv passing at m at t = 0 and having at m velocity v. The
exponential of the vector v at m is thus defined as

expm(v) def.= σv(1)

and is a map
expm : W ⊂ Mm −→ M .

If k is a constant then of course we have

d

dt

⌉
t=0

σv(kt) = kv

so that
expm(kv) = σv(k).

If we interpret k as a parameter we thus have that

σv(t) def.= expm(tv)

is the only geodesics with σ(0) = m and σ̇(0) = v.
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Figure 3.19: Exponential of a vector.

Proposition 3.37 The differential of the exponential map at m is an isomor-
phism of Mm, in particular

d(expm)e0 = IMm .

Proof:

To understand d(expm) let us remember that according to its definition,
the differential is a map between tangent spaces. In this case the tangent
spaces are:

1. the tangent space to the tangent space Mm at the origin
0, which we could denote with (Mm)0; since Mm is a vec-
tor space, we can up to an isomorphism use the following
identification

(Mm)0 ≈Mm;

2. the tangent space to M at m, i.e. Mm.

Thus up to an isomorphism

d(expm) : Mm −→Mm.

We are now interested in the action of d(expm) on Mm. To grasp it
we can take a curve in Mm which has v as tangent vector, consider its
image under expm and look for the tangent vector of this image (which
is a curve on M ).
As a curve in Mm with tangent vector v at the origin 0 we can choose
the line l(t) = tv, −ε < t < +ε, for some small enough ε > 0. Of course

d

dt

⌉
0
l(t) = v.

The exponential then maps this curve into the unique geodesic γ(t) =
expm(tv) passing through m with tangent vector

d

dt

⌉
0
γ(t) = v,

since expm is defined exactly in this way. Thus

d(expm)e0
(
d

dt

⌉
0
l(t)

)
=

d

dt

⌉
0
γ(t) ⇒ d(expm)e0 (v) = v
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and this holds ∀v ∈Mm, i.e.

d(expm)e0 = IMm .

�

From the above results and the implicit function theorem we conclude that the
exponential map is a local diffeomorphism around 0 ∈ Mm onto a neighborhood
U ⊂ M of m. It maps lines in the tangent space in geodesics of M passing
through m and having tangent vector at m which is the director vector of the
line.

3.19 Curvature

Definition 3.56 (Riemann curvature tensor)
The Riemann curvature tensor is a map Fock

R(−,−)− : V (M )× V (M )× V (M ) −→ V (M ).

such that for all triples of vector fields V , W , Z, the vector field R(V ,W )Z
is defined as

R(V ,W )Z = D (V , (D (W ,Z)))−D (W , (D (V ,Z)))−D ([V ,W ] ,Z) .

If we choose a basis on the tangent space {ei}i=1,...,m and let {Ej}j=1,...,m be
its dual basis the components of the Riemann tensor are defined as

Rl
ijk

def.= El(R(ej , ek)ei).

If we define the second covariant derivative of a vector field Z as the covariant
derivative of the covariant derivative of Z, i.e. D (, D (, Z)) = D (, (D (, Z))),
then in component notation we have

Zl
;ij = Zl

;i;j .

We will now compute explicitly D (V , (D (W ,Z))) in its local form, i.e. when
a given basis {ei}i=1,...,m in the tangent space is fixed, so that V =

∑1,m
i viei,

W =
∑1,m

j wjej and Z =
∑1,m

k zkek. We start with

D (W ,Z) = D (W ,Z, )

= D

1,m∑
j

wjej ,

1,m∑
k

zkek


=

1,m∑
j,k

D (wjej , zkek)

=
1,m∑
j,k

D (ej , zkek)wj
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=
1,m∑
j,k

[ej(zk)wjek +D (ej , ek)wjzk]

=
1,m∑
j,k

ej(zk)wjek +
1,m∑
h,j,k

Γh
jkwjzkeh

=
1,m∑
j,h

wjej(zh)eh +
1,m∑
h,j,k

Γh
jkwjzkeh

=
1,m∑
h,j

wj

(
∂jzh +

1,m∑
k

Γh
jkzk

)
eh

=
1,m∑
h,j

zh;jwjeh,

so that

(D (W ,Z))i =
1,m∑
k

zi;kwk.

Generalizing we then have

D (V , (D (W ,Z))) =
1,m∑
h,j

(D (W ,Z))h;jvjeh

=
1,m∑
h,j

(
1,m∑
k

zh;kwk);jvjeh

=
1,m∑
h,j,k

(zh;kwk);jvjeh,

so that

(D (V , (D (W ,Z))))i =
1,m∑
j,k

(zi;kwk);jvj .

We remember that in terms of the dual basis {Ek}k=1,...,m we can also write

(D (W ,Z))i = Ei(D (W ,Z))

or, of course,

(D (V , (D (W ,Z))))i = Ei(D (V , (D (W ,Z)))).

Proposition 3.38 (Riemann tensor and covariant derivatives)
The Riemann tensor expresses the non-commutativity of the second covariant
derivatives of a vector field.
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Proof:

We are going to use the definitions above. From the definition of the
Riemann tensor we can extract the components thanks to

El(R(V ,W )Z) = El(D (V , (D (W ,Z))))−El(D (W , (D (V ,Z)))) +

−El(D ([V ,W ] ,Z))

=

1,m∑
j,k

(zl;kwk);jvj −
1,m∑
j,k

(zl;kvk);jwj +

−
1,m∑
k

zl;k[V ,W ]k

=

1,m∑
j,k

(zl;k;jwkvj + zl;kwk;jvj) +

−
1,m∑
j,k

(zl;k;jvkwj + zl;kvk;jwj) +

−
1,m∑
j,k

zl;k(wk;jvj − vk;jwj)

=

1,m∑
j,k

zl;k;jwkvj −
1,m∑
j,k

zl;k;jvkwj

=

1,m∑
j,k

zl;kjwkvj −
1,m∑
j,k

zl;jkvjwk

=

1,m∑
j,k

(zl;kj − zl;jk) vjwk.

Of course the left-hand side gives

El(R(V ,W )Z) =

1,m∑
i,j,k

Rlijkvjwkzi

so that

1,m∑
j,k

(zl;kj − zl;jk) vjwk =

1,m∑
j,k

(
1,m∑
i

Rlijkzi

)
vjwk

and, since V and W are arbitrary vectors,

1,m∑
i

Rlijkzi = zl;kj − zl;jk.

�

Proposition 3.39 (Riemann tensor and coordinate basis)
In a coordinate basis, the Riemann tensor can be expressed in terms of the
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connection as

Ri
jkl = ∂kΓi

lj − ∂lΓi
kj +

1,m∑
a

(
Γi

kaΓa
lj − Γi

laΓa
kj

)
.

Proof:

When we consider a 1-form ω and three vector fields X, Y and Z the
properties of the connection imply

D (X,η ⊗D (Y ,Z)) = D (X,η)⊗D (Y ,Z) + η ⊗D (X, D (Y ,Z)) .

But the covariant derivative preserves contractions, so that the above
implies:

η(D (X, D (Y ,Z))) = X(η(D (Y ,Z)))− (D (X,η))(D (Y ,Z)).

We can now consider the components of the Riemann tensor, i.e. once
we fix a basis {ei}i=1,...m in the tangent space and the corresponding
dual basis {Ei}i=1,...m in the cotangent space, the Rlijk defined above

Rijkl = Ei(R(ek, el)ej).

We now have

Ei(R(ek, el)ej) = Ei(D (ek, D (el, ej)))−Ei(D (el, D (ek, ej))) +

−Ei(D ([ek, el] , ej))

= ek(Ei(D (el, ej)))− (D (ek,Ei))(D (el, ej)) +

−el(Ei(D (ek, ej))) + (D (el,Ei))(D (ek, ej))

−Ei(D ([ek, el] , ej)).

If we specialize to a coordinate basis in the tangent space and to its
dual, the last term vanishes, because so so the Lie Brackets and the
above turns into

Rijkl =
∂

∂xk
(dxi(

1,m∑
a

Γalj
∂

∂xa
))− (−

1,m∑
a

Γikadx
a)(

1,m∑
b

Γblj
∂

∂xb
) +

− ∂

∂xl
(dxi(

1,m∑
a

Γakj
∂

∂xa
)) + (−

1,m∑
a

Γiladx
a)(

1,m∑
b

Γbkj
∂

∂xb
)

=
∂

∂xk
(Γilj) +

1,m∑
a

ΓikaΓ
a
lj +

− ∂

∂xl
(Γikj)−

1,m∑
a

ΓilaΓ
a
kj

= ∂kΓ
i
lj − ∂lΓikj +

1,m∑
a

[
ΓikaΓ

a
lj − ΓilaΓ

a
kj

]
as stated.

�
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Proposition 3.40 (Properties of the Riemann tensor)
The Riemann tensor has the following symmetries:

Ri
jab = −Ri

jba

Ri
abc +Ri

bca +Ri
cab = 0. (3.23)

Moreover it satisfies the Bianchi Identities, i.e.

Ri
jab;c +Ri

jbc;a +Ri
jca;b = 0.

The above can also be shortly written as

Ri
j(ab) = 0

Ri
[abc] = 0

Ri
j[ab;c] = 0 (3.24)

Definition 3.57 (Ricci tensor)
The Ricci Rij tensor is the trace of the Riemann tensor, i.e.

Rij =
1,m∑
k

Rk
ikj .

Till now we have assumed to have a generic connection. If a metric is defined on
the manifold M and we consider the unique symmetric connection compatible
with the metric, additional properties of the curvature follows. Moreover we
can use the metric to raise and lower indices: thus we can define

Rijkl
def.= giaR

a
jkl.

Proposition 3.41 (Additional symmetries of the Riemann tensor)
Let us consider the unique symmetric compatible connection derived by a metric.
The Riemann tensor then satisfies the additional symmetries

Rabij = −Rbaij(or equivalentlyR(ab)ij = 0)
Rabij = Rijab.

Proposition 3.42 (Symmetries of the Ricci tensor)
Let us consider the unique symmetric compatible connection derived by a metric.
The Ricci tensor is symmetric, i.e.

Rij = Rji(or equivalentlyR[ij] = 0).

Definition 3.58 (Ricci scalar)
Let us consider the unique symmetric compatible connection derived by a metric.
The Ricci scalar is the trace of the Ricci tensor, i.e.

R
def.= Ri

i = gijRij .
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Definition 3.59 (Einstein tensor)
Let us consider the unique symmetric compatible connection derived by a metric.
The Einstein tensor is the symmetric tensor defined as

Gij
def.= Rij −

1
2
gijR.

Proposition 3.43 (Differential identities of curvature tensors)
Let us consider the unique symmetric compatible connection derived by a metric.
Then the following differential identities hold

Ra
jkl;a = Rjl;k −Rjk;l

Ra
i;a =

1
2
R;i.

In particular the Einstein tensor is divergence-less, i.e.

Gij
;i = 0.
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